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Abstract 

The recognition of traffic signs plays an important role in the safe driving of vehicles, 
especially in the presence of light changes and occlusions, the automatic recognition of 
traffic signs with high accuracy and good real-time performance needs to be solved 
urgently. Among the deep learning algorithms, YOLOV3 and Faster-RCNN have achieved 
excellent target detection performance. Compared with traditional feature detection 
and recognition methods, the use of YOLOV3 algorithm helps to solve the problem of 
small target detection, traffic sign recognition under the conditions of light changes, 
partial occlusion, etc. It is the main way to improve the performance of automatic driving 
and unmanned driving in the future. 
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1. Introduction 

In the field of intelligent transportation [1] traffic sign recognition aims to provide vehicles with 

accurate traffic sign information, and then provide services for applications such as autonomous 

driving [2]. For autonomous vehicles, it is necessary to accurately and timely identify traffic signs to 

ensure that they comply with road laws. Now the research on traffic sign recognition [3] has made 

good progress, but there are many problems in related algorithms. Traditional detection algorithms 

achieve detection by extracting target features. These features cannot obtain satisfactory results in 

terms of speed and accuracy. And with the sustained and rapid development of the social economy, 

the number of vehicles per capita has risen rapidly, and the defects of the traditional transportation 

industry have become increasingly prominent, including frequent traffic accidents, road traffic 

congestion, and serious environmental pollution. Therefore, the intelligentization of vehicles is 

imminent. The primary task of vehicle intelligence is to let the vehicle understand the surrounding 

scene and know the "what" of the surrounding target, that is, to realize the target detection in the road 

environment. 

Since the advent of AlexNet [4] in 2012, deep convolutional neural networks have made important 

achievements in tasks such as image processing and natural language processing. In order to enhance 

the nonlinear fitting ability of the convolutional neural network, the network is designed to be wider 

and deeper, requiring a lot of storage space and computing resources, which makes CNN not suitable 

for most hardware devices with limited computing power (such as embedded devices). Applicable. 

Therefore, it is very important to compress large-scale networks while ensuring minimal loss of 

accuracy, while obtaining a lightweight model that occupies storage, forward inference calculations, 

and energy consumption. The main methods include fine model design, pruning, and low Rank 

decomposition, quantification and knowledge distillation, etc. 
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Since the composition of CNN contains artificially set training parameter modules such as 

convolutional layer and fully connected layer, this local optimal hyperparameter tuned out by 

repeated experiments through experience cannot represent the "real needs" of the network. According 

to the new double U-shaped deviation-variance risk curve of deep neural networks: when the network 

parameters are not enough, as the complexity increases, the risk becomes a U-shaped curve; when 

the parameters are redundant, the more complex the model, the lower the risk. Regardless of resource 

constraints, networks with more parameters and more complex models perform better. This is exactly 

the development status of CNN. However, the complex model over parameters does not weigh the 

relationship between cost and performance, and the model has redundancy. Pruning just hopes to 

obtain a small parameterized lightweight model at the first U-shaped minimum point of the double 

U-shaped curve from the over-parameterized complex model by pruning the redundant modules in 

the network. 

In recent years, algorithms based on deep learning [5] have made major breakthroughs in computer 

vision. These algorithms can be divided into two categories: region-based detection methods (such 

as R-CNN[6], Fast R-CNN[7], Faster R-CNN[8], etc.) and regression-based detection methods (such as 

YOLO[9], YOLOV2[10], YOLOV3[11], SSD[12], etc.). The target detection algorithm through deep 

learning [13] is significantly better than traditional detection methods. But for traffic sign detection [14], 

there is still a lot of room for improvement in the accuracy of deep learning algorithms. 

2. Development status and research status at home and abroad 

The most researched topic in the field of image processing is image recognition and segmentation. 

So far they are still the focus of many researchers, thinking that the existing research results cannot 

solve many existing problems. 

Image recognition has gone through three stages of development, namely: text recognition [15], digital 

image processing and recognition [16] and object recognition [17]. Text recognition first began in 1950. 

It recognizes letters, numbers and symbols. From printed text recognition to handwritten text 

recognition are all within its capabilities. Object recognition mainly refers to the perception and 

cognition of objects and the environment in the three-dimensional world, which is the category of 

advanced computer vision [18]. It is used in various industries and robotics fields. Poor adaptability is 

one of the shortcomings of current image recognition technology. Because the image is contaminated 

by strong noise [19] or because the image itself has large defects, we usually cannot obtain the desired 

result. 

The mathematical nature of the image recognition problem belongs to the mapping problem from the 

pattern space to the category space [20]. There are currently three main image recognition methods, 

namely: statistical pattern recognition [21], structural pattern recognition [22] and fuzzy pattern 

recognition [23]. Image segmentation [24] is a key technology in image processing. Thousands of 

theories have been proposed so far. 

In addition, there are many image segmentation methods, including threshold segmentation method  

[25], edge detection method [26], region extraction method [27] and so on. As early as 1965, someone 

proposed an edge detection operator [28], which resulted in many classic edge detection algorithms. 

Image segmentation methods usually need to combine some specific theories, methods and tools, 

such as image segmentation based on mathematical morphology, image segmentation based on 

wavelet transform [29], image segmentation based on genetic algorithm [30], etc. 

2.1 Current status of yolo algorithm research 

YOLO is the abbreviation of You Only Look Once, which means that the neural network only needs 

to look at the picture once to output the result. YOLO released a total of four versions, of which 

YOLOv1 laid the foundation for the entire series, and the following series are improvements based 

on the first version, just to improve performance. 
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YOLOv1: 

Problem background: The analogy two-stage method such as R-CNN divides the detection problem 

into two parts, first generates the candidate region (region proposal), and then uses the classifier to 

classify the region, resulting in multi-stage training and difficult optimization. 

Innovation point: Regarding detection as a regression problem, using a network output location and 

category to implement a unified system, which is one-stage from the perspective of detection. 

YOLOv2 

Problem background: YOLOv1 detection performance is low 

The current detection task is limited by the label of the data set (the data set must have a label or be 

assigned a label through classification). However, the label detection image is much more expensive 

than the label classification image, so the detection data and the classification data are not on the same 

scale. 

Innovation point: For the first problem, use some methods to improve the performance of YOLOv1 

and get YOLOv2. In response to the second question, a combination method of ImageNet and COCO 

data sets and a joint training method are proposed. The model obtained after training YOLOv2 is 

called YOLO9000. 

YOLOv3 

Problem background: YOLOv3 was not proposed to solve any problem, the whole paper is actually 

a technical report. YOLOv3 has made some small improvements on the basis of YOLOv2. The article 

is not long and the core idea is similar to YOLOv2 and YOLO9000. 

Model improvements: 1. Bounding box prediction: The positioning task uses the anchor box method 

to predict the bounding box. YOLOv3 uses logistic regression to predict an objectness score for each 

bounding box. The score is based on the overlap between the predicted box and the object. If the 

overlap of a certain box is higher than other boxes, its score is 1, ignore those boxes that are not the 

best and have an overlap greater than a certain threshold (0.5). 2. Category prediction: Like YOLOv2, 

YOLOv3 still adopts multi-label classification. 3. Multi-scale prediction. 4. Use the new network 

Darknet-53 to extract features. 

3. Research ideas, methods and technical routes 

3.1 Ideas 

This paper improves the YOLOV3 network structure and proposes a traffic sign detection method 

based on deep fusion of multi-scale feature maps, which can improve the recognition accuracy of 

small targets. Then the kmeans clustering algorithm is replaced with k-means++ algorithm, and the 

darknet53 network is replaced with resnet101 with stronger feature extraction ability to improve its 

detection accuracy in complex environments. The introduction of GIOULoss can solve the structure 

that YOLOV3 original IOU cannot directly optimize. Then after pruning, it becomes a lightweight 

network model, and its calculation is improved to increase the speed 

3.2 Method 

This method is a multi-target detection algorithm that directly detects the location and category of 

urban road traffic signs. In view of the problem of small target missed detection in YOLOV3 

algorithm, the feature map output by YOLOV3 is down-sampled 32 times, 16 times, 8 times, and 4 

times, respectively, and a feature pyramid of 4 scale convolutional layers can be obtained [31], namely 

13 ×13, 26 × 26, 52 × 52, 104 × 104, and then double upsampling, the convolutional layer of the 

network is multi-scale and deep fusion, which effectively solves the problem of too small traffic sign 

targets. Then use the K-means++ clustering algorithm [32] to optimize the K-means clustering 

algorithm, and replace darknet53 with resnet101 with stronger feature extraction ability. This step 

can effectively solve the difficulty of target detection in a complex road environment. Then introduce 

GIOULoss, which can solve the structure that YOLOV3 original IOU cannot directly optimize. After 
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detecting and designing a new network structure, it reduces the amount of parameters and enhances 

the reuse of features and non-overlapping parts. Finally, perform sparse training on the trained model. 

After training, obtain a network model with a scaling factor in the BN layer. According to the scaling 

ratio, reduce the number of convolution kernel network channels to complete the model compression, 

and then fine-tune the pruned model. A lightweight YOLOV3 network model with small parameters, 

small calculations and constant accuracy is obtained. 

3.3 Technical route 

3.3.1. Multi-scale feature fusion network algorithm design 

In order to improve the performance of YOLOV3 algorithm for small target detection, the improved 

YOLOV3 uses 4 scales to detect targets of different sizes, and uses 8 times down-sampled feature 

maps to detect small targets. In order to obtain more fine-grained feature and location information 

from small targets, we explore the feature map that uses 4 times downsampling in the original network 

because it contains more fine-grained small target information. In order to connect the shallow 

featuremap to the deep featuremap, the featuremap is upsampled and then downsampled, and 

connected to the output of the second residual block in YOLOV3. In this way, a down-sampled feature 

fusion target detection layer is established [33], which is used to detect small targets. The 3 detection 

scales in YOLOV3 have been extended to 4 detection scales. Therefore, the improved YOLOV3 has 

better detection performance for targets of different sizes. 

3.3.2. Improved GIOU Loss is integrated into YOLOV3 

The disadvantage of using IOU for loss is that when the two target frames do not overlap, the IOU 

value is 0. If you directly use IOU=0 as the loss, the gradient will not be returned, so there is nothing 

for training. Significantly, in actual situations, this 0 is very important. It proves that the distance 

between the two boxes is relatively far. In order to solve the shortcomings of IOU, this paper proposes 

the method of using GIOU. The specific process of the algorithm is as follows: For the two boxes A 

and B, first find the smallest bounding box to cover the A and B areas; secondly, calculate the smallest 

box C to remove A , The ratio of the area outside B to the total area in C, and finally the value of 

GIOU is IOU minus this ratio. GIOU is the algorithm of two frame measurement criteria. 

3.3.3. K-means++ clustering algorithm a priori box calculation method 

YOLOV3 uses the K-means clustering algorithm for the data set, which can efficiently and 

automatically find the appropriate initial a priori box instead of manually selecting the a priori box. 

In this paper, the samples generated by the K-means++ clustering algorithm can reflect the 

distribution of the samples in each data set, making it easier for the network to obtain better prediction 

results. K-means++ clustering algorithm is used on the Tsinghua-Tencent100k traffic sign dataset. 

Twelve a priori boxes were selected for comprehensive consideration. 

3.3.4. YOLOv3 based on residual network feature extraction 
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Deepening the convolutional neural network can enhance the feature extraction ability, but at the 

same time the phenomenon of gradient disappearance will be more obvious, and the training effect 

of the network will decrease instead, and the residual network allows the network to deepen as much 

as possible, and its structure is shown in the figure. Therefore, this article uses resnet101[34] to replace 

the original darknet53 to improve the detection performance of yolov3. In addition to the normal 

output of the convolutional layer, the residual module has a branch that connects the input directly to 

the output. The output and the output of the convolution are arithmetic added to get the final output, 

as shown in Figure 4, x is as shown The input of the structure, F(x) is the output of the convolution 

branch, and H(x) is the output of the entire structure. The residual structure artificially creates the 

identity map, which makes the entire structure converge in the direction of the identity map, ensuring 

that the final error rate will not get worse due to the increasing depth. 

3.3.5. YOLO network integrated pruning algorithm steps based on sensitivity 

By sparsening the layers with more convolution kernels and then performing integrated pruning, you 

can avoid the problem that the integrated pruning method cannot handle the redundant layers and 

cannot distinguish the importance of the convolution kernels. The generalization ability of pruning is 

better, and it also has Conducive to obtaining a uniform model and higher pruning accuracy. The 

algorithm flow is as follows: 

Input: VOC data set, cfg configuration file and initialization weight of YOLO original network, 

expected pruning ratio K% 

Output: pruned YOLO model cfg configuration file and corresponding weight 

1. Pre-train the YOLO model. 

2. Determine the pruning layer, and use the sparse scaling factor method for sparse training for the 

redundant pruning layer of the YOLO model. 

3. Use the integrated pruning algorithm to sort the convolution kernels of each pruning layer by 

importance using three convolution kernel significance judgment criteria, and add the three sorts of 

each convolution kernel to obtain the convolution kernel Importance score. 

4. Test the original accuracy on the verification set, cut out the K% convolution kernel with low 

importance of each pruning layer, test the new accuracy on the verification set, subtract the new 

accuracy from the original accuracy, and divide by the cut The number of convolution kernels is the 

contribution of each convolution kernel that is cut off to the accuracy. 

5. Solve the system of equations and get the number of convolution kernels that should be pruned for 

each pruning layer. 

6. For each pruning layer in the model, the number of convolution kernels should be reduced layer 

by layer to obtain a simplified model. 

7. Fine-tuning the simplified model to restore the model accuracy. 

8. If the number of convolution kernel pruning does not reach the expected value, return 4. 

4. Innovation 

The data collected on the Internet has complex road environments, smaller targets for traffic signs, 

occlusion, light and other factors that will affect the results of the experiment. The target detection 

accuracy obtained at the end of the experiment needs to be improved. 

First, use the traffic sign detection method of deep fusion of multi-scale feature maps, and then use 

the sensitivity integrated pruning algorithm. Compared with the model obtained by the network 

slimming method, the model obtained has fewer parameters, smaller model, less calculation, and 

speed Faster and higher accuracy. Then optimize the k-means clustering method, and replace the 

original darknet53 with resnet101 with stronger feature extraction ability, and then introduce 

GIOULoss to solve the structure that YOLOV3's original IOU cannot directly optimize. Finally, what 
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we got was a model with higher accuracy for small target detection, smaller size, faster speed, and 

better portability. 
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